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Abstract
Magnetism in systems that do not contain transition metal or rare earth ions was recently
observed or predicted to exist in a wide variety of systems. We summarize both experimental
and theoretical results obtained for ideal bulk II–V and II–IV compounds, molecular crystals
containing O2 or N2 molecules as structural units, as well as for carbon-based materials such as
graphite and graphene nanoribbons. Magnetism can be an intrinsic property of a perfect crystal,
or it can be induced by non-magnetic dopants or defects. In the case of vacancies, spin
polarization is local and results in their high spin states. The non-vanishing spin polarization is
shown to originate in the strong spin polarization of the 2p shell of light atoms from the second
row of the periodic table.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

This review is devoted to magnetism in systems that do
not contain transition metal or rare earth ions with partially
filled d or f shells. In recent years, magnetism based on s
and p electrons only was experimentally discovered and/or
theoretically predicted to exist in a number of cases. Our

goal is to summarize both experimental and theoretical results,
and highlight mechanisms responsible for the non-vanishing
spin polarization. The systems analysed thus far differ in their
nature, i.e. in crystal structure, chemical composition and type
of magnetic properties.

Atomic spin polarization of p orbitals is the strongest for
light atoms from the second row of the periodic table, for
which the Hund energy is close to that of transition metal
atoms. This explains why only crystals that contain C, N
and O are expected, and found, to be spin-polarized. This
basic fact provides a common denominator for all systems
included here. As in the case of d or f shells, in order
to carry spin moment the p shell must be partly occupied.
Typically this is not the case. Partial occupation is much
easier to achieve for the d shell of transition metal ions. They
possess outer s valence electrons that shield the d electrons by
forming bonds with neighbours, leaving d electrons weakly
hybridized, which allows for an efficient atomic-like intra-
shell exchange interaction in a crystal. The valence p shell
of ions in a solid as a rule is fully occupied with electrons
that form bonds, acquiring a closed-shell configuration with
vanishing spin. Partial occupation can be achieved by choosing
a proper stoichiometry of an ideal crystal, as in II–V and II–IV
compounds or molecular crystals discussed here. Alternatively,
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empty p states, or p (or spn) dangling bonds, exist at surfaces,
nanoribbon edges or at planar or point defects in the bulk.
Similarly, light impurities may form spin-polarized bands in
semiconductors. In the case of defects or dopants, spin
polarization depends on their charge state which is determined
by the Fermi energy and thus, for example, the presence of
compensating native defects.

This review begins with ideal crystals. In particular, the
non-vanishing spin polarization of IIA-N nitrides and IIA–
IV carbides discussed in section 2 stems from the fact that
light anions provide localized spin moments and, due to
the stoichiometry and crystal structure of this family, those
compounds are metals. Thus, the Zener-like mechanism of
magnetism is operative. The question regarding the stability
of these open-shell structures relative to the closed-shell
insulating and non-magnetic ones is also addressed.

Magnetic properties of molecular crystals such as Rb4O6

are reviewed in section 3. In this case magnetic moments are
localized on O2 dimers, or more specifically on the π∗(O2)

molecular antibonding orbitals with two electrons in the
high spin configuration that is not destroyed by hybridization
with neighbours in a solid. This class of materials exhibits
antiferromagnetism.

Section 4 is devoted to the magnetism of non-magnetic
crystals that contain defects or non-magnetic impurities. In
particular, local magnetization of vacancies in the high spin
state is attracting a considerable amount of attention. Typically,
defects in semiconductors assume low spin configurations,
with total spin S = 0 or 1/2. High spin states of vacancies
with S = 1 or 3/2 were observed in several semiconductors
four decades ago, but the effect was explained only recently.
This effect leads to a premise that vacancies or dopants at
sufficiently high concentrations can lead to a macroscopic
magnetization of a sample. Indeed, ferromagnetism of, for
example, ZnO doped with C was discovered. Here again both
local and global spin polarization follows from the presence of
partially occupied p orbitals of light atoms.

Defects are also responsible for the observed magnetism
in various forms of carbon. These include graphite and
nanographite irradiated or implanted with various species, as
summarized in section 5. The defects may be point or planar,
but in both cases the non-saturated broken bonds of carbon are
at the origin of the magnetic properties. Graphene belongs to
this family as well, but, given the amount of work currently
devoted to nanoribbons, it constitutes a target per se. Spin
polarization is related to a particular topology of ribbon edges,
and thus is intrinsic to graphene and affects its electronic
structure. An overview of pertinent results is given in section 6,
closing this review.

Finally, in some cases, which are not mentioned here, the
observed ferromagnetism turned out to result from the presence
of magnetic contamination such as Fe ions in the samples.
This critical issue is now thoroughly controlled, and those past
results serve as warnings for current researchers and readers.

2. Ideal bulk systems: IIA–V and IIA–IV compounds

Recently, several IIA–V and IIA–IV compounds without
transition metals were predicted to be half-metals with a

Table 2.1. Energies of spin polarization �EFM−PM (in meV per two
atoms) for rs, NiAs and zb structures. The last column gives energies
of spin polarization of isolated group-V atoms (in eV) [4].

�EFM−PM (crystal)

rs NiAs zb �EFM−PM (anion)

BaN −90 −105 −125
SrN −135 −205 −185
CaN −140 −125 −195 −2.45
CaP −3 0 −55 −1.37
CaAs 0 0 −40 −1.24
CaSb 0 0 −5 −1.02

total spin polarization of holes in the valence band [1–10].
The calculations were typically based on the local spin
density approximation (LSDA) and/or generalized gradient
approximation (GGA). Zinc blende (zb), rock salt (rs) and
NiAs crystal structures were considered. The stability of the
spin-polarized ferromagnetic (FM) case relative to the non-
polarized (PM) situation is given by the energy difference
�EFM−PM = EFM − EPM.

We begin with IIA–V crystals. The results obtained
in [4] are summarized in table 2.1. Spin polarization of the
considered compounds in the zb structure is non-vanishing,
and the calculated magnetic moment per unit cell is 1 μB

(this also holds for other spin-polarized structures). On the
other hand, zb–MgP, zb–MgAs and all zb–Be–V crystals are
paramagnetic, i.e. �EFM−PM = 0.

To understand the calculated magnetic properties one may
follow the formation of an IIA–V crystal in a wide range of
lattice parameters a, ending with the case of a compressed
solid. Total energies and magnetic moments of zb and rs–CaN
are shown in figure 2.1. These and other results shown in the
following are typical for other IIA–V compounds. One may
see that there are three ranges of lattice constants characterized
by qualitatively different properties, for which the magnetic
moment per unit cell is 3, 1 and 0 μB, and which are denoted as
A, B and C, respectively. In the case of large lattice parameters,
i.e. of ‘isolated atoms’, the total magnetic moment is the
superposition of the magnetic moments of Ca (=0) and N
(=3 μB). With the decreasing lattice spacing the atoms begin
to interact and form bonds. Figure 2.1 shows that the onset of
formation of bonds (displayed by the decrease of total energy)
is correlated with the drop of magnetization, which occurs
at ∼9 Å for zb–CaN and ∼8.5 Å for rs–CaN. The magnetic
moment is then constant for 4.5 Å < a < 9 Å for the zb or
3.7 Å < a < 8.5 Å for the rs phase, respectively.

The origin of ferromagnetism found for several IIA–V and
IIA–IV crystals was identified by analysing their electronic
structure [4]. The emerging picture is particularly clear for the
zinc blende phase. Considering the series of Ca compounds
(CaN, CaP, CaAs, CaSb) one can see from figure 2.2 that
�EFM−PM is the largest for CaN, −195 meV, it decreases
with the increasing atomic number of the anion, and it almost
vanishes for CaSb. This suggests that anions play a dominant
role in determining spin polarization. In fact, as clearly follows
from figure 2.2, the above trend fully correlates with the
trend exhibited by the calculated energies of spin polarization
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Figure 2.1. Total energy ((a), (c)) and total magnetic moment per
unit cell ((b), (d)) as a function of the lattice constant of CaN. Arrows
indicate the equilibrium lattice constant aeq. Reproduced with
permission from [4]. Copyright 2007 by the American Physical
Society.

Figure 2.2. Difference in energies of FM and PM phases �EFM−PM

for CaX compounds in the rs and zb structures, together with those
for isolated anions. The lines are to guide the eyes. Reproduced with
permission from [4]. Copyright 2007 by the American Physical
Society.

of isolated anions, which decrease from −2.45 eV for N to
−1.02 eV for Sb. Moreover, the spin polarization energy of
N is about twice as high as for the remaining anions. This
fact explains the pronounced stabilization of spin polarization
found for zb, rs and NiAs structures of the nitrides. In
other words, the driving force of ferromagnetism is the spin
polarization of partially occupied p(N) orbitals. The effect
follows from the compactness of p orbitals of N, as well as
those of C, O and S, relevant for other systems considered here.
The radii of these orbitals shown in figure 2.3 and their Hund
energies are close to those of the d electrons of Mn.

This hypothesis is confirmed by the analysis of the density
of states (DOS) and of the projection of the wavefunction on
atomic orbitals shown in figure 2.4 for rs–CaN. One can see
that the states of majority-spin electrons are filled. For the
minority-spin channel the Fermi level EF crosses the valence
band. The top of the valence band is mainly formed from the p

Figure 2.3. Radial charge distribution, 4πr 2ρ(r), for N, O, P and S
valence p orbitals as well as for Mn d orbitals. Reproduced with
permission from [11]. Copyright 2009 by the American Physical
Society.

orbitals of N, which contribute about 75%. The contribution of
d orbitals of cations to the valence bands is at least five times
smaller; these orbitals (which are the lowest excited states of
cations) contribute mainly to the conduction states.

The contour plots of the spin density displayed in
figure 2.5 for both zb– and rs–CaN confirm the conclusion
that the spin polarization of crystals results from the spin
polarization of the p (anion) states. In accord with figure 2.4,
the contribution of Ca states is visible, but small. Qualitatively
identical results are obtained for BaN and SrN. Finally, we note
that a large contribution of the d(Ca) states to the valence bands
could in principle explain the magnetism of IIA–V compounds.
However, the obtained results show that this is not the case.

Analysis of the energy bands shows that IIA–V compounds
in both zb and rs structures are half-metals, i.e. holes at the
Fermi level are fully spin-polarized. Their metallic character is
due to the fact that they have seven valence electrons, i.e. one
free hole, per unit cell. The weak dispersions and somewhat
atypical shapes of the upper valence bands result mainly from
the large values of the lattice constant due to the large atomic
radii of cations [4].

Formation of FM was also predicted for IIA–IV
compounds. The DOS for rs–SrC, shown in figure 2.6, displays
the dominant contribution of spin-polarized p(C) orbitals, thus
demonstrating that the origin of magnetism in IIA–V and IIA–
IV compounds is the same.

The relative stability of FM and antiferromagnetic (AFM)
phases was analysed in [4]. The calculations were performed
only for the most interesting case of rs and zb phases of IIA-
N nitrides. The type-I AFM ordering was considered, in
which spins of the anions in every (001) plane are parallel, but
the sign of the polarization of consecutive planes alternates.3

The calculated differences between energies of FM and AFM
phases, �EFM−AFM, are −5, −35 and −55 meV for rs
BaN, SrN and CaN, respectively. This result confirms that

3 We do not consider other AFM phases since, for example, in zb–MnTe
the energies of type-I and type-III AFM orders differ by 2 meV/atom only,
see [12]. Similar results are expected for II–V compounds. This value is an
order of magnitude smaller than �EFM−AFM for CaN and SrN and thus does
not affect our conclusions.
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Figure 2.4. Total density of states (a) per unit cell of rs–CaN, and the contributions of (b) p(N) and (c) d(Ca) orbitals. Vertical lines show the
Fermi energy. Positive and negative values of DOS hold for spin-up and spin-down states, respectively. Reproduced with permission from [4].
Copyright 2007 by the American Physical Society.

Figure 2.5. Contour plots of the calculated spin density for zb–CaN in the (110) plane (left panel) and rs–CaN in the (001) plane (right panel).
Reproduced with permission from [4]. Copyright 2007 by the American Physical Society.

Figure 2.6. Spin-resolved total and partial densities of states for rock
salt SrC (upper panel) and BaC (lower panel) at equilibrium lattice
constants. Reproduced with permission from [7]. Copyright 2007 by
the American Institute of Physics.

the magnetic ground state phase is FM. Furthermore, the
absolute values of the energy of spin polarization �EFM−PM

are higher than those of �EFM−AFM, which shows that with
the increasing temperature spin polarization should vanish as
a result of the disordering of the magnetic moments, and not
of their disappearance. Finally, regarding �EFM−PM as a
rough estimate of the Curie temperature TC we observe that

�EFM−PM of about 10 meV corresponds to about 100 K.
Consequently, one may expect IIA-nitrides in the rs phase to
be FM at temperatures of the order of 100 K. More accurate
estimates of TC were not performed.

According to the obtained results, rs-IIA-N nitrides are
half-metals. Nevertheless, the flatness of the upper valence
band may suggest that these systems are magnetic Mott–
Hubbard insulators, similar to several transition metal oxides
in which strong electron correlations play a critical role. This
possibility may be verified by calculations beyond LSDA that
uses methods appropriate for highly correlated systems, such
as those specified in sections 3 and 4. However, even if this
would be the case, the main physical effect on which we focus
here, i.e. the magnetism based on partially filled p (and not d
or f) atomic shells, would remain valid.

We now turn to the FM-to-PM transition, i.e. to the
destabilization of spin polarization that occurs at sufficiently
small lattice constants for all the considered compounds. This
transition is seen in figure 2.2 for IIA–V crystals (region
C). In all cases, the disappearance of the magnetization is
not accompanied by major and abrupt changes of the band
structure, since the decrease of the lattice constant induces a
progressive decrease of the spin splitting and an increase of the
width of the valence bands. In fact, independent of the actual
origin of spin polarization, the kinetic energy of carriers and its
increase with the decreasing atomic volume under hydrostatic
pressure always destabilize the FM phase. The pressure-
induced disappearance of magnetization can qualitatively be
understood based on the Stoner criterion [13], which indicates
that the stability of spin polarization is favoured by large

4
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Figure 2.7. Total energy as a function of volume per formula unit for
FM CaC in the zb, NiAs and NaCl phases. Reproduced with
permission from [6]. Copyright 2007 by the American Physical
Society.

magnetic susceptibility, which is proportional to the density
of states at the Fermi level, and is destabilized by kinetic
energy at high electron densities. These arguments explain
the disappearance of the magnetic moment at small lattice
constants. More importantly, they highlight the fact that
large lattice constants favour spin polarization. This is why,
for example, a group IIA cation Ca is ‘better’ than the
corresponding group IIB Zn with a smaller atomic radius, and
zb–MgP, zb–MgAs and all zb–Be–V crystals are paramagnetic.
The role of kinetic energy is general in character, and to a large
degree independent of the crystal structure. In particular, it
explains qualitatively the weaker stability of FM in the rs–
IIA–V crystals, which follows from their equilibrium atomic
volumes being smaller by about 15% than in the zb structure.

A problem critical for the synthesis of II-N and II–
IV crystals is their equilibrium crystalline structure and the
thermodynamically stability. This issue was examined for both
IIA–V [4] and for II–IV compounds [6–8]. The calculated total
energy as a function of the atomic volume for zb, rs and NiAs
phases of CaC is presented in figure 2.7, which shows that the
most stable phase is rs, while the zb phase is higher in energy.
This result characterizes also IIA-N nitrides [4], ScN [14] and
CaAs [3].

However, the results shown in figure 2.7 do not guarantee
thermodynamic stability of the rs phase. Stability of a
compound with respect to decomposition into bulk constituents
is displayed by its heat of formation, which (at T = 0 K) is
obtained by considering the reaction to form (or decompose) a
crystalline solid from (or into) its components. For bulk II–V
nitrides we have

�Hf = E II−V
coh − (nII E II

coh + nN EN2
bind/2)/(nII + nV), (2.1)

where E II−V
coh and E II

coh are the cohesive energy per atom of
the considered compound and of the group-II metal in its
equilibrium structure, respectively, and EN2

bind is the binding
energy of the N2 dimer. For other systems analogous
expressions hold. Note that, according to this definition, a

negative �Hf implies that the compound is stable against
decomposition into bulk constituents. The results for BaN,
SrN and CaN show that the Zn3P2 structure is more stable than
the rs phase because its heat of formation is lower [4]. The
calculated difference in �Hf of Zn3P2 and the rs structures
is about 0.6 eV/atom. However, we stress that not only
the Zn3P2 but also the rs phase is thermodynamically stable,
which follows from the negative �Hf of about −0.5 eV/atom.
Since the stoichiometries of these structures are different, the
formation of one of them should critically depend on the
conditions of growth. Consequently, the relative stability of
the rs phase of IIA–V nitrides justifies the analysis of their
magnetic properties. On the other hand, II–V compounds in
the zb phase are unstable against decomposition [4].

It should also be stressed that even high cohesive energies
do not assess the compound stability. Cohesive energy per two
atoms is defined as

E II−V
coh = 2(E II−V

tot − nII E II
at − nV EV

at)/(n
II + nV), (2.2)

where E II–V
tot is the total energy per unit cell of the considered

compound, Eat is the energy of the isolated atom, and nII and
nV are the numbers of atoms of groups II and V in the unit
cell. Cohesive energies of BaN, SrN and CaN are large (−7.12,
−6.78 and −7.48 eV, respectively [4]) which indicates that,
after being formed, they are expected to be stable due to the
high energies of II-N bonds.

The impact of the spin–orbit coupling on the stability of
spin polarization in zb–IIA–V compounds was examined in [9].
The authors find that the coupling destroys the polarization
for heavier group-V anions, i.e. As, Sb and Bi, but not
for the nitrides. The effect is intuitively obvious because
the interaction mixes spin-up and spin-down states. One can
expect that this conclusion holds also for the nitrides, carbides
and oxides in phases other than zb due to the smallness of the
spin–orbit coupling of light atoms.

Finally, we comment on the possibility of growing FM
IIA-N nitrides. In most cases, the Zn3P2 phase is more stable
than the rs. However, the different stoichiometries of the
two phases imply that the formation of the FM rock salt
phase should strongly depend on the conditions of growth
such as relative flux intensities. Moreover, in epitaxial growth
the substrate can determine the structure of the epilayer.
Consequently, the choice of appropriate epitaxial conditions
should allow obtaining rs–IIA–V nitrides. More detailed
considerations are given in [4].

3. Ideal bulk systems: molecular magnetism

We now turn to magnetism in ideal bulk crystals that is of
molecular rather than atomic origin. This class comprises KO2,
RbO2, CsO2, Rb4O6, Cs4O6 and SrN. The prototype example
is solid O2 [15, 16], which in the two low-temperature phases
orders antiferromagnetically at the Néel temperature of about
20 K. With higher pressure the molecular crystal becomes
metallic [17] and then superconducting [18]. First observations
of magnetic phases in this class of materials were reported
in [19] for KO2, RbO2 and CsO2, characterized by a Néel
temperature of 7, 15 and 9 K, respectively. The combination
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Figure 3.1. Electronic structure of the oxygen molecule (O2), the
superoxide ion (O−

2 ) and the peroxide ion (O2−
2 ). Electronic

configuration of N2
2− is the same as that of O2.

of electron paramagnetic resonance and antiferromagnetic
resonance data showed that the easy axis of magnetization
is perpendicular to the internuclear axis of the O−

2 ions, and
the hard axis is parallel to it for all three compounds. The
structural motif common to these systems is the O2 dimer. In a
crystalline phase, O2 can assume one of three charge states, O2,
O−

2 and O2−
2 ; their electronic structure is schematically shown

in figure 3.1. A neutral O2 contains two unpaired electrons
on the molecular π∗ antibonding level. Compactness of p(O)
orbitals results in a strong exchange interaction, and the ground
state of O2 is the high spin state with S = 1. The superoxide
ion has one more electrons on the π∗ level and, consequently,
the magnetic moment of the ion is reduced to 1 μB. Finally,
the O2−

2 ion occurs in peroxides and its spin moment vanishes.
Molecular magnetism was theoretically predicted [20, 21]

and then experimentally observed [22] in rubidium sesquioxide
Rb4O6. Rb4O6 crystallizes in the Pu2C3 structure. The
unit cell of Rb4O6 contains two superoxide O−

2 ions with
magnetic moments of about 1 μB and four non-magnetic
O2−

2 , which were identified in inelastic neutron scattering
studies [23]. The chemical formula can thus be written
as (Rb+)4(O

−
2 )2(O

2−
2 )4, and Rb4O6 is a molecular mixed-

valence compound. Magnetization measurements indicate a
magnetic transition at 3.4 K [22]. While theory predicts the
effective magnetic moment of 2 μB per Rb4O6 hyperoxide
unit [20, 21], measurements [22] give a lower value 1.83 μB;
such a discrepancy is acceptable. However, experimentally
Rb4O6 exhibits a frustrated magnetic order instead of the
predicted AFM phase [22]. Magnetization of Rb4O6 measured
using a superconducting quantum interference device is shown
in figure 3.2. One can see that the temperature dependences
of the magnetization exhibit hysteresis: the measurements
are not reversible if started from a zero-field-cooled state.
Irreversibility between the field-cooled and the zero-field-
cooled measurements is specific for magnetically frustrated
systems such as spin glasses. Investigations were recently
extended to Cs4O6 [24]; they confirmed the mixed valence
character of both Rb4O6 and Cs4O6. Both compounds exhibit
a similar magnetic frustration displayed by time-dependent
magnetization, a feature previously known only for d- and f-
electron systems.

Frustration of magnetism in Rb4O6 was theoretically
analysed in [25]. Within the LSDA, Rb4O6 is a half-metal.

Figure 3.2. Magnetization data for Rb4O6. Reproduced with
permission from [22]. Copyright 2007 by the American Chemical
Society. The low-temperature behaviour of the magnetic
susceptibility is shown in (a) and (b) for induction fields of 2 mT and
5 T, respectively. The high-temperature behaviour of the inverse
susceptibility for an expanded temperature scale is shown in (c). All
values are normalized to the value of the susceptibility at 15 K.
Zero-field-cooled data and field-cooled data are denoted by ZFC and
FC, respectively.

Inclusion of correlations between the oxygen 2p electrons
within the LDA + U properly renders both the insulating
character of Rb4O6 and its AFM-type magnetic order. For
a typical value of U , ∼4 eV, the energy of the FM phase
is ∼80 meV higher than that of the AFM phase. More
importantly, the authors analysed a non-collinear magnetic
order with spiral modulations. The dependence of energy on
the spiral wavevector k is very flat, see figure 3.3, indicative of
a degenerate ground state in which a large number of frustrated
non-collinear magnetic configurations have a similar energy.
Figure 3.3 also shows the calculated configurations of oxygen
dimers.

GGA + U calculations were also performed for RbO2

in the averaged tetragonal structure [26]. Similar to the
case of Rb4O6, the LSDA or GGA predict the half-metallic
behaviour for this compound. Inclusion of the +U corrections
results in a tendency towards the formation of an orbitally
polarized insulating state in which the symmetry between π∗

x
and π∗

y degenerate molecular orbitals of O2 dimers is lifted by
hybridization and electrostatic interactions.

Magnetism of the recently synthesized m-SrN [27, 28]
was analysed within the GGA [29]. There are eight atoms
of strontium and eight atoms of nitrogen in the unit cell, see
figure 3.4. One half of the N ions (denoted by Ndim) form

6
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Figure 3.3. The line plot shows the spiral energies of
antiferromagnetic Rb4O6 as functions of the spiral vector k in units
of 2π/a along the [0, 0, 1] direction for U 4, 1, 6.8 and 8.1 eV. The
corresponding magnetic configurations are sketched for k = 0,
k = (0, 0, 0.5) and k = (0, 0, 1). The energy is given per primitive
cell. Reproduced with permission from [25]. Copyright 2009 by the
American Physical Society.

Figure 3.4. Crystal structure of m-SrN. Large blue dots denote Sr
and small red ones denote N. N ions forming dimers and isolated N
ions are indicated by Ndim and Niso, respectively.

Figure 3.6. Total DOS (a) of FM m-SrN and projections on p states
of (b) Niso, (c) Ndim and on (d) d(Sr). Arrows denote the spin-up and
spin-down channels, and vertical dashed lines indicate the Fermi
energy. Reproduced with permission from [29]. Copyright 2008 by
the American Physical Society.

dimers, while the remaining N ions (denoted by Niso) occupy
centres of Sr octahedra with a coordination also characteristic
for the rock salt phase. As a result of the different
coordinations, the two types of N ions, Ndim and Niso, are
in different charge states, and m-SrN is a mixed-valence
compound, similarly to Rb4O6 and Cs4O6. Its formula can
be written as (Sr2+)4(N3−)2(N2

2−). The calculated heat of
formation of m-SrN, �Hf = −0.88 eV, is lower then that
of the rock salt SrN, −0.26 eV, see section 2. This agrees
with experiment and shows that the rock salt phase is only
metastable.

The different coordinations of the two types of N ions
in m-SrN, Ndim and Niso result in their different properties
reflected in charge and spin densities (see figure 3.5). The
contour plot of electron density, figure 3.5(a), shows the
molecular bond of N2, while the spherical shape of charge
density around both Niso and Sr indicates the ionic character
of bonds between Niso and its Sr neighbours.

This situation is confirmed by the DOS projected on
individual atoms shown in figures 3.6(a)–(d). The highest
valence bands are mainly formed from nitrogen orbitals. The
states at about 1 eV below the Fermi energy originate in p(Niso)
orbitals (figure 3.6(b)) and are occupied by six electrons. This

Figure 3.5. Contour plot of (a) the charge density, and (b) the spin density of m-SrN unit cell in the y = 0 plane. Sr and N atoms are
represented by red and white dots, respectively. N–N dimer is in the middle of the unit cell. Reproduced with permission from [29].
Copyright 2008 by the American Physical Society.
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implies that Niso is in the closed-shell three-charge state with
vanishing spin, which follows from the symmetry of DOS for
up and down spins. The largest and spin-polarized contribution
to DOS at the Fermi energy comes from the π states of N2

dimers, see figure 3.6(c). The contribution of d orbitals of Sr,
figure 3.6(d), is only slightly spin-polarized.

The calculated ground state of m-SrN is AFM, with
a Néel temperature TN of about 260 K. The FM and the
paramagnetic, i.e. non-polarized, phases are higher in energy
by 82 and 117 meV/N2, respectively. We note that the
estimated TN is lower than the room temperature at which m-
SrN is experimentally found to be paramagnetic [27]. The
calculated magnetic moment of N2 dimers in the two-charge
state is 1.6 μB. Thus, the electronic configuration is that of
the O2 molecule shown in figure 3.1. In the crystal, the π∗
and σ ∗ orbitals of N2 are broadened by hybridization with
neighbours, and the spin-up and spin-down states overlap, see
figure 3.6(d). The Fermi energy falls within the overlap region.
This implies that there is a transfer of electrons from spin-up to
spin-down states, which reduces the spin moment per N2 from
2 to 1.6 μB. Finally, the magnetic moments of Niso ions vanish
because of their closed-shell configuration in the three-charge
state. Based on the results of [25, 26] one may expect that
inclusion of correlation effects would open the gap, but leave
the magnetization less affected.

Localization of the magnetic moments on O2 or N2 dimers
may suggest that the magnetic order is affected by the dipole–
dipole coupling, which is not included in the LDA. Model
calculations that assume point-like dipoles located at the N2

sites in m-SrN showed that the dipole–dipole coupling is
one order of magnitude weaker than the Heisenberg coupling
analysed above [29]. This indicates that the dominant magnetic
coupling is mediated by delocalized states from the vicinity of
the Fermi level, and that the dipole–dipole interaction provides
an additional small contribution to the AFM order. This issue
should be examined for Rb4O6 and Cs4O6, where frustrated
magnetism is ‘soft’, and the contribution of the weak but long-
range dipole–dipole coupling can be non-negligible.

4. Magnetism of non-magnetic hosts with
non-magnetic defects or dopants

A second class of materials without magnetic ions for which
magnetism was considered are crystals with spin moments
provided either by dopants or defects. In general, impurities
and defects in insulators introduce levels in the bandgap, and
electrons that occupy these levels form states with total spin
0 or 1/2. In the latter case, magnetic phases are in principle
possible provided that the concentration of defects or dopants
is appropriate to enable their coupling. The first part of this
section is devoted to vacancies and the second part to dopants.

4.1. High spin states of vacancies

Magnetic properties of vacancies and the possible formation
of a magnetic phase were examined in a number of works.
One should distinguish two issues in this context. The first
one is the electronic structure of an isolated vacancy, and

Figure 4.1. EPR spectrum of the neutral zinc vacancy VZn in an
electron-irradiated ZnO crystal. Data taken at 30 K after a brief
exposure to 325 nm laser light. Reproduced with permission
from [31]. Copyright 2008 by the American Institute of Physics.

in particular the local spin polarization that involves atomic
orbitals of the vacancy’s neighbours and leads to a high spin
configuration. The second problem is the magnetic coupling
between vacancies, which may lead to the formation of a global
magnetic phase in a defected crystal. These issues are related to
some extent since, as we show below, the radius of the coupling
between vacancies depends on their electronic structure.

In cubic crystals, defect-induced states can be singly,
doubly or triply orbitally degenerate. Thus, the highest
possible spin state is S = 3/2, which occurs when the defect-
induced level is a half-occupied triplet. Typically, however,
defects in semiconductors assume low spin configurations with
total spin 0 or 1/2, depending on the defect’s charge state,
i.e. on the number of electrons that occupy the defect state.
Here, the noticeable exceptions are states of cation vacancies
in several semiconductors, which exhibit high spin states.

The first experimental observations of high spin states of
cation vacancies were reported for II–VI oxides about four
decades ago. More specifically, the zinc vacancy VZn in the
S = 1 high spin state was identified in electron-irradiated
ZnO [30], where the observed signals corresponding to S =
1 and 1/2 were proposed to originate in the neutral and
the negative charge state of VZn, respectively. Recently, a
more detailed study of VZn in ZnO was reported in [31], see
figure 4.1. Two non-equivalent configurations of the negatively
charged VZn are seen. In wurtzite ZnO, a trigonal Jahn–
Teller distortion occurs for VZn, with the trapped hole localized
primarily on one of the four nearest oxygen neighbours. The
axial centres (i.e. with O neighbour along the c axis) and
nonaxial ones (with three O neighbours in the basal plane) are
inequivalent, the nonaxial ones being energetically preferred
and significantly stronger. Another S = 1 spin state observed
in electron-irradiated ZnO was identified as arising from an
exchange-coupled state made up from a separated shallow
donor and a zinc-vacancy-related centre, most probably a
Frenkel pair [32]. The high spin S = 1 state of neutral Mg
vacancies was then observed in MgO [33, 34]. A neutral
gallium vacancy, VGa, in the irradiated GaP was studied

8



J. Phys.: Condens. Matter 22 (2010) 073202 Topical Review

Figure 4.2. Typical electronic structure of a cation vacancy in zb-III–V semiconductors. Four sp3 orbitals of four neighbouring anions in GaP
(a) introduce a singlet a1 and a triplet t2 (b), which are split into spin-up and spin-down states in the case of a non-vanishing spin polarization
(c). Filled and empty circles in (b) and (c) indicate occupied and empty states, respectively.

in [35]. Analysis of electron paramagnetic resonance (EPR)
spectra, performed under uniaxial strain, was able to non-
ambiguously determine that VGa is in the high spin S = 3/2
state. Finally, the negatively charged silicon vacancy has a high
spin configuration with S = 3/2 in both zinc blende and 4H
polytypes of SiC [36, 37].

Stability of a high spin configuration of a vacancy was
theoretically first examined for a silicon vacancy in SiC.
Detailed studies [38–40] showed that for the neutral, singly
and doubly negative charge states q of VSi a strong exchange
coupling, which prefers a parallel electron spin configuration,
overcomes the Jahn–Teller energy. For other charge states the
ground state of VSi has a low spin configuration. According
to [38], in zb–SiC the spin polarization energy is 0.58 eV for
q = −1, and about 0.4 eV for q = 0 and −2; for these three
charge states the high spin of VSi is stable also in the wurtzite
2H-SiC. Similar results were obtained in [40]. A high spin
state is also predicted for a silicon vacancy in SiGe [41], but
the polarization energy is low, about 20 meV.

Subsequent first-principles calculations predicted the
stability of the high spin state of neutral cation vacancies
in CaO [42, 43] and HfO2 [44, 45] in which symmetry-
lowering relaxations have a considerable impact on electron
density [43], III-N nitrides [46–49], MgO [49, 50],
ZnO [11, 47] and in ZnA (A = O, S, Se, Te) II–VI
compounds [51]. In the latter paper it was found that the high
spin state is stable only in ZnO; this result was attributed to the
high ionicity of ZnO. In [52] the important role of electronic
correlations is demonstrated, but the inclusion of spin–orbit
coupling [9], especially for heavy Se and Te, can affect the final
conclusions. Model unrestricted Hartree–Fock calculations
were used to study the formation of a magnetic phase in
oxide compounds [53]. Analysis of the results presented in
the following demonstrates that the high spin configuration
of vacancies and spin polarization of bulk crystals discussed
above are of the same physical origin, which is the strong spin
polarization of C, N and O atoms.

Formation of a cation vacancy, Vcation, in the zinc blende or
wurtzite structure results in formation of four dangling bonds
of the four anion neighbours of the vacancy, figure 4.2. They
combine into a non-degenerate level a1 and a triply degenerate

level t2 that is higher in energy. Energies of a1 and t2 relative
to the top of the valence band (VBT) depend on the crystal.
Typically, in the case of a neutral Vcation, a1 is fully occupied
and is a resonance with valence bands, while t2 is in the
bandgap and is occupied by two, three or four electrons in
group IV, III–V or II–VI compounds, respectively.

In the low spin configuration, total spin is S = 0 or 1/2,
depending on the number of electrons occupying the triplet.
The low and high spin states of neutral VGa in GaP are shown
in figures 4.2(b) and (c), respectively. In the case of a non-
vanishing spin polarization, the exchange coupling splits t2 into
spin-up (t2↑) and spin-down (t2↓) states by �εex = t2↓ − t2↑.
In this case, a1 is also split into spin-up (a2↑) and spin-down
(a2↓) states. When t2↑ is a resonance, �εex can be defined
as 2(t2↓ − t2) because the energy of t2↑ cannot be accurately
assessed. Stability of various spin configurations is given by
spin polarization energy �EH−L, defined as the difference in
total energy of the high spin and spin-non-polarized states. The
high spin state is stable if �EH−L < 0 and �εex �= 0.

The calculated electronic structure of a neutral VGa in the
series GaAs, GaP, GaN and AlN in the zinc blende phase is
shown in figure 4.3 [47]. The results obtained for w-GaN
and w-AlN are similar in terms of spin polarization energies
and position of vacancy levels, as expected. VGa in GaAs
introduces the triplet t2 at 0.4 eV above the top of the valence
band. The high spin state is unstable since the initially imposed
high spin configuration decays into the low spin state with the
total spin S = 1/2 and �εex vanishes. In GaAs, GaP and GaN
the vacancy-induced singlet a1 is a resonance in the valence
band. In the case of VGa in GaP, t2 is 0.3 eV above VBT. The
high spin state is stable with �EH−L = −0.06 eV, t2 is split
into spin-up t2↑ (occupied with three electrons) and (empty) t2↓
spin-down states by �εex = 0.19 eV, and the total magnetic
moment μtot = 3 μB in agreement with experiment [35]. The
t2 state of VGa in GaN is 0.22 eV above VBT. The high spin
state with �EH−L = −0.69 eV is, by an order of magnitude,
more stable than in GaP. The spin splitting of t2 is large,
�εex = 0.78 eV. Consequently, and in contrast to GaP, t2↑
is a resonance degenerate with the valence bands, while t2↓
is 0.6 eV above VBT and is empty. The resonant character
of t2↑ is important, because it affects the spatial extension
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Figure 4.3. (a) Electronic structures of neutral VGa in zb–GaAs, GaP, GaN and AlN. t denote the t2 state. The numbers give energies relative
to VBT in eV. Conduction band is shown only schematically, and does not reflect the actual value of the bandgap. Spins of electrons are
indicated by arrows, empty spheres indicate unoccupied states. (b) The energy of spin polarization of neutral VGa in zb–GaAs, GaP and GaN
and energy of spin polarization of isolated As, P and N. Reproduced with permission from [47].

of the wavefunction, and thus the vacancy–vacancy magnetic
coupling, see below. Finally, t2 of VAl in AlN is 0.54 eV above
VBT, the high spin state is stable with �EH−L = −0.93 eV
and �εex = 1.3 eV, which shows that spin polarization in
AlN is stronger than in GaN. t2↑ is a resonance occupied by
three electrons with parallel spins. Interestingly, non-polarized
calculations give the a1 singlet situated in the valence band
close to VBT; inclusion of spin polarization leads to a strong
a1 splitting as well, and a1↓ occupied with one electron is in
the bandgap at 0.25 eV above VBT. Note that in this case the
a1↓–t2↓ crystal field splitting is 0.95 eV, and is well defined.

The states of VZn in w-ZnO are built from p(O) orbitals
and are occupied with six electrons. The vacancy introduces
a triplet t2 in the bandgap close to VBT, split by the crystal
field with a small splitting energy of ∼0.1 eV. The triplet is
spin-split by the exchange interaction: however, t2↑ is not a
resonance because �εex = 0.11 eV, which is smaller than
in III–V nitrides. VZn is stable in the S = 1 high spin
state with �EH−L = −0.04 eV [11, 47], in agreement with
experiment [30, 31].

Figure 4.4 compares spin density of vacancies in SiC and
GaN. In the case of both VSi in SiC [47] and VGa in GaP
(figure 4.2), the main contribution is given by the orbitals of
the vacancy’s neighbours and is strongly localized because
both t2↓ and t2↑ are in the bandgap. In contrast, in III–V
nitrides the triplet t2↑ is a resonance degenerate with valence
bands. Consequently, t2↑ hybridizes with the states from the
upper part of the valence band (which are mainly formed from
the p(N) orbitals) and the spin polarization contains both a
localized contribution of sp3 orbitals of the vacancy neighbours
and a fairly long-ranged tail, see figure 4.4(b). However,
the localized part is dominant, which explains why the spin
polarization persists even in the case when t2 is a resonance.
The long-range tail of spin polarization affects the magnetic
coupling between vacancies and thus their possible collective
magnetic order.

We also briefly mention the interplay between charge and
spin states. For example, a neutral VGa in GaP is stable in the
high spin S = 3/2 state, while for both q = 1+ and 1− there

is �EH−L = 0 [47]. Thus, charged vacancies in GaP have the
low spin S = 0 configurations, and indeed spin states other
than 3/2 were not observed. In contrast, the spin polarization
of VGa in GaN and AlN survives also for q = −1 because the
atomic spin polarization of N is stronger than that of P [47],
see figure 4.3(b).

Figure 4.5(a) summarizes the calculated values of �EH−L

and �εex for GaP, GaN, AlN and ZnO [47]. One can see that
�EH−L increases with the increasing �εex. This correlation
takes place because the energy gain �EH−L induced by the
formation of the high spin state is partially provided by the
energy gain of the electronic contribution to the total energy.
This mechanism is illustrated in figure 4.5(b). In particular,
this picture qualitatively explains why the calculated spin
polarization energy �EH−L is the highest when the t2 state
is occupied with three electrons, while for other occupations
the high spin state is less stable, or vanishes like in GaP.
This argument also accounts for the lower energy of spin
polarization of a neutral vacancy in ZnO (where t2 is occupied
with four electrons) than that of a neutral vacancy in III–V
nitrides (where t2 is occupied with three electrons). However,
if this mechanism would account for the entire energy of spin
polarization, the relation �EH−L = (3/2)�εex should be
obeyed for neutral Vcation in III–V compounds. This is not
the case: from the obtained results it follows that this factor
accounts for about one-half of �EH−L, which indicates that
other factors play an important role. An empirical model, such
as that developed in [51], could provide a deeper insight into
the problem.

4.2. Magnetism induced by vacancies

Collective magnetism induced by vacancies was first con-
sidered for VCa in CaO in [42], where it was suggested
that sufficiently high concentrations of vacancies may lead
to an FM phase. (Note that in this context formation of a
high spin state of VCa is advantageous, because the magnetic
coupling is in general proportional to the spin squared.) This
issue was next examined in [43], where it was shown that
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Figure 4.4. Spin density of (a) VSi in zb–SiC for 64-atom unit cells [47], and (b) VGa in zb–GaN for a 216-atom unit cell. Reproduced with
permission from [48]. Copyright 2008 by the American Physical Society.

Figure 4.5. Left panel: the dependence of the energy of spin polarization of vacancies on exchange splitting of t2 levels for neutral vacancies.
Right panel: the scheme explaining the energy gain from the electronic contribution of the triplet state to the spin polarization of the vacancy.
Reproduced with permission from [47].

the ferromagnetic interaction between two vacancies in CaO
extends only to four neighbours or less. To achieve magnetic
percolation on an fcc lattice with such an interaction range one
needs a minimum of 4.9% vacancies, or a concentration about
2 × 1021 cm−3. On the other hand, total energy calculations
show that, due to the high vacancy formation energy, even
under the most favourable growth conditions one cannot obtain
more than about 1018 cm−3 vacancies at equilibrium. This
demonstrates that a (nonequilibrium) vacancy concentration
should be three orders of magnitude higher than the equilib-
rium value to achieve magnetism in such systems. However,
magnetic coupling in semiconductors can be modified by
doping which changes the charge state of magnetic centres
and/or introduces free carriers that may mediate magnetic
coupling. In [11] it was shown that high concentrations of
holes in ZnO quantum wells enhance magnetic coupling and
result in FM. This method of achieving FM may be more
efficient than the increase of the concentration of vacancies,
since with the decreasing separation between vacancies their
magnetic moment decreases and can eventually vanish [11].

The vacancy–vacancy coupling in GaN and BN is
different: the results of [48] demonstrate that the coupling
between neutral VGa is AFM. However, it changes sign to FM
for VGa for the negative charge states, i.e. upon n-type doping.

In the latter case, the defect concentration of 0.9% may result
in an FM phase, which follows from the relatively long-range
character of the interaction discussed above, see figure 4.4.
However, since the formation energy of VGa is very large [54],
such high concentrations of vacancies are orders of magnitude
above the equilibrium value.

Schematics of the electronic structure of an acceptor level
induced by a vacancy or impurity, and coupling between a
pair of defects, are shown in figure 4.6. The triplet state
occupied with three electrons is split into spin-up and spin-
down states by the exchange interaction (a). Coupling between
two defects (b) splits all states into bonding and antibonding
combinations. In the case of a neutral VGa in GaN, the spin-
up subband is fully occupied, the energy gain vanishes and the
magnetic interaction between vacancies is superexchange and
AFM [48]. In contrast, in the case of a neutral VZn in ZnO with
one electron on the spin-down state the energy gain favours FM
coupling, figure 4.6(c).

4.3. Impurity-induced magnetism: role of electron
correlations

Experimental observation of FM in a doped semiconductor was
reported in [55], where the authors analysed ZnO containing
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Figure 4.6. Scheme of the electronic structure of a triplet state
induced by a defect (vacancy or impurity), and the mechanism of the
coupling between a pair of defects with various occupations. Arrows
and dots represent electrons and holes, respectively. See the text.

1–5% of C and found impressive Curie temperatures exceeding
400 K, which is about three times higher than TC of the
most studied dilute magnetic semiconductor (GaMn)As. The
measured magnetic moment is about 2 μB per C atom,
figure 4.7, in agreement with the calculated value. This result
is important, since it demonstrates that magnetism does not
stem from trace concentrations of magnetic contaminants in
the samples. Theoretical results indicated that FM can be
due to the spin polarization of electrons in the C-induced
and partially filled impurity band, and that the presence of
additional holes can enhance FM [55]. Subsequently, room-
temperature FM was observed in thin ZnO films [56] and
ZnO nanoneedles [57] containing 2–8% of carbon. Consistent
with [55], the magnetic moment is about 2 μB per C atom
in both works, and the anomalous Hall effect is seen. A
spin-glass type behaviour is observed up to 50 K, but FM is
dominant [56, 57]. Interestingly, temperature dependences of
the magnetic and transport properties seem to be only weakly
correlated: magnetization exhibits a smooth behaviour in the
temperature range 50–350 K, while conductivity increases
by one order of magnitude in the temperature window 230–
280 K in which it changes its character from variable-range
hopping to metallic-like conductivity. Next, C substituting
for O is a double acceptor, but ZnO:C samples investigated
in [55] are weakly n-type, which may indicate the presence
of compensating defects and/or of hydrogen typical for ZnO,
and which somewhat questions the partial occupation of the C-
induced band that is a prerequisite for the FM phase, see below.
In contrast, ZnO specimens of [56, 57] are p-type. Without
questioning the importance of the discoveries of [55–57]
one may observe that, in order to understand transport and
magnetic properties, further studies are needed, including
the atomic-scale morphology. In particular, control of the
coupling between spin and charge degrees of freedom could
lead to functionalization of ZnO:C in spintronics applications.
From this point of view, AlN and GaN doped with C that
preferentially substitutes N [58] may be superior to ZnO:N
since GaN technology is better controlled.

Figure 4.7. The room-temperature saturation magnetization Ms and
the magnetic moment per carbon in the carbide state as a function of
the measured carbon concentration of the C-doped ZnO. Reproduced
with permission from [55]. Copyright 2007 by the American
Physical Society.

As suggested in [55], co-doping with nitrogen should
enhance the magnetism of ZnO:C. Magnetism of ZnO co-
doped with C and N was observed in [59], but the magnetic
moment per carbon atom was small, 0.05 μB, and it decreased
to 0.004 μB in samples co-doped with N. Moreover, the
samples were n-type, which implies that N and C acceptor
states are fully occupied with electrons, and this is not
consistent with the idea of magnetism induced in a partially
occupied acceptor band. Room-temperature FM was also
reported for N-doped ZnO [60], but again the samples were n-
type. Finally, experimental results showed that a substitution
of nitrogen for oxygen in non-magnetic SrO oxide leads to
holes in p(N) states (as expected for acceptors) that form
local magnetic moments [61]. The nitrogen 1s core-level x-
ray photoemission spectroscopy confirmed spin polarization
of nitrogen, but magnetic properties of Sr(O, N) were not
assessed.

Theoretical studies of impurity-induced magnetism com-
prise diamond [62], II–VI oxides (ZnO, MgO, CaO and SrO),
GaN doped with C and N, and ZrO2 doped with group I A

and IIA elements [63]. First-principles calculations of [64]
predicted formation of the C-induced impurity band in MgO,
CaO and SrO that is spin-polarized, which leads to FM for
concentrations higher than about 1%. Results are discussed
within the Stoner model, and the authors point out the impact
of the width of the impurity band (determined both by the
impurity concentration and the lattice constant of the host) on
the magnetic coupling. The calculations were also performed
for diamond co-doped with interstitial hydrogen (naturally
present in diamond) and B or P [62]. For the concentration
of 1% of H, a fully spin-polarized band forms, but the
magnetic ground state is spin-glass-like, without a preferred
spin orientation. When samples are co-doped with 0.5%
of B acceptor (P donor), a spin-up (spin-down) subband is
half-filled and spin polarization is stable. Ferromagnetism in
ZnO was predicted by first-principles calculations for nitrogen
which is a single acceptor [61, 65, 66], and the double acceptor
C [11].

Mechanism of the FM coupling is schematically shown
in figures 4.6(c) and (d). In the case of C in ZnO with one
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Figure 4.8. Strength of the magnetic coupling in MgO:N obtained
from LSDA + U calculations (including spin–orbit coupling) with
various values of U calculated in terms of the Curie temperature.
Reproduced with permission from [67]. Copyright 2008 by the
American Physical Society.

electron in the spin-down state, the FM configuration between
two C atoms is energetically favoured. For N in ZnO, two
electrons occupy the spin-down triplet, and FM coupling is
still favoured. Finally, with the increasing concentration of
impurities the levels are broadened into bands, and spin-up and
spin-down bands can overlap, figure 4.6(f). This reduces the
magnetic moments and the degree of spin polarization also in
the case of vacancies and molecular magnets.

Recent works devoted to alkaline earth monoxides and
GaN [49, 61, 67] raise a very important question of the role
of electron correlations. The local density approximation is
known to underestimate Coulomb repulsion and overestimate
the delocalization of the charge density. This can lead
to a spurious metallicity of insulating systems and an
overestimation of magnetic coupling. In [67] the results of
LSDA and LSDA + U calculations were compared for N
acceptors in MgO and other II–VI compounds. Strong FM
coupling is obtained in the U = 0 itinerant electron limit,
but it decreases strongly in the localized limit, in which the
Coulomb repulsion within the p(N) shell is much greater than
the N-induced impurity bandwidth. The main effect of +U
correction consists in breaking the symmetry between three
N–Mg bonds due to the Jahn–Teller effect. In the final
configuration four of the six Mg–N bonds are filled, while
the two remaining are empty, longer by about 3%, and 2 eV
higher in energy due to the Jahn–Teller crystal field splitting.
Calculations for SrO:N provide the same picture [61]. The
splitting increases with U and a metal–insulator transition
takes place, which limits magnetic coupling. The strong
Jahn–Teller effect found within LDA + U is presented in
figure 4.6(e), it splits the spin-down triplet into a doublet
and a singlet. For clarity, spin-up states are not shown. In
this case, the FM configuration is no longer favoured and a
superexchange interaction may be dominant. The dependence
of the coupling on U is illustrated in figure 4.8 for MgO:N.
The Curie temperature was obtained from the mean-field

Figure 4.9. Magnetization isosurfaces calculated with SIC for NO in
MgO. Note that the S = 1/2 hole is completely localized along the
pz orbital and is not evenly distributed along all the bonds. The large
spheres are Mg and the smaller spheres are O ions. N is not
displayed for clarity. Reproduced with permission from [49].
Copyright 2008 by the American Physical Society.

approximation using the calculated coupling constants. Typical
values of U are ∼5 eV, for which TC decreases by an order of
magnitude, see figure 4.8.

A similar conclusion follows from the study based on
the self-interaction correction (SIC) scheme of B, C and N
substituting oxygen (i.e. triple, double and single acceptor,
respectively) in rs–MgO [49]. LSDA calculations predict the
formation of a spin-polarized phase and a fully symmetric
relaxation around N. Inclusion of SIC leads to two N–O bonds
being longer than the remaining ones, which is accompanied by
a splitting of the N-induced triplet by about 3 eV, and causes the
system to be insulating. Magnetization isosurfaces are shown
in figure 4.9. Consequently, the magnetic coupling changes
from a Zener mechanism to a weaker superexchange.

On the other hand, recent work on MgO:N [66] presents
sound arguments in favour of a less important role of
correlations than that assumed in [49, 61, 67]. More
specifically, analysis shows that the wavefunction of N
impurities in MgO extends over a few ångströms, i.e. twelve
oxygen neighbours of N, which is an order of magnitude more
than the radius of the d orbitals of transition metals. Note that
an even higher delocalization characterizes the wavefunction
of vacancies in GaN, figure 4.4. This implies that electron
correlation effects may indeed be less critical than in strongly
correlated systems. Similarly, even in the case of a transition
metal Cu impurity in ZnO the best agreement with experiment
is obtained for U = 1 eV [68]. Such a low value of U has
only a minor impact on the results obtained within the GGA or
LDA. Clearly, the role of electron correlations is important for
understanding p-based magnetism, but this question is open at
present.

5. Graphite and nanographite

The topic of molecular magnets was reviewed in [69] and
will not be discussed here. It should be pointed out,
however, that the first material which showed well-defined
bulk ferromagnetism without transition metal ions is p-NPNN
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(C13H16N3O4), even though the Curie temperature TC was low,
0.6 K [70]. The field is quite active and several recent works
reported ferromagnetism in C60-based polymers [71–73]. In
particular, azafulleren C59N that is formed by replacing a
single carbon atom of the C60 by a nitrogen atom [74, 75]
and the N–C60 molecule [76, 77] have magnetic moments.
Ferromagnetism in these systems is weak, since typical Curie
temperatures do not exceed 15 K, which is not promising
for applications. On the other hand, carbon nanoparticles
produced by a pulsed arc submerged in ethanol exhibit FM
with TC much higher than 300 K [78].

Ferromagnetism was observed in several organic materi-
als, mainly in various forms of graphite and graphene. Low-
temperature disordered magnetism in activated carbon fibres
was reported in [79] and was ascribed to random strengths
of AFM interactions between nanographites constituting the
system, and which are mediated by carriers. Higher Curie
temperatures (up to 90 K) characterize carbon nanofoam
obtained by high-repetition-rate, high-power laser ablation of
glassy carbon [80]. This discovery was unexpected since
bulk graphite is diamagnetic. In particular, experiments
demonstrated the presence of ferromagnetic-like features in
pyrolytic graphite [81]. Robust magnetic order at room
temperature was observed in graphite [82] as well as in
thin carbon films after proton irradiation [83]. The results
obtained in the latter work are shown in figure 5.1. Carbon
films of about 200 nm thickness were grown by pulsed-laser
deposition. The samples were then irradiated by 2.25 MeV
protons using a focused proton beam to produce an array
of magnetic spots with different fluences. One can identify
the beam impact area in the middle of the spot shown in
figure 5.1. The middle area does not show any contrast in
the magnetic force microscopy (MFM) images, while the ring-
shaped area surrounding the point of impact does, altogether
MFM suggests that magnetic order is induced by the proton
irradiation in the area surrounding the beam impact area for
the fluence used. Irradiation-induced ferromagnetism at room
temperature was also observed after implantation of C and N in
carbon nanosized particles [84]. The saturation magnetization
is higher for N-implanted samples at higher doses, which
indicates that not only the generated defects but also the
chemical nature of the implanted species may play a role
in the formation of the magnetic phase. These experiments
undoubtedly demonstrate that FM does not originate in the
presence of magnetic contaminations such as Fe ions, and
they relate magnetism to defects in graphite. However, it is
necessary to stress that the origin of the magnetic properties of
organic materials are still under debate, and can depend upon
sample preparation.

From the theoretical side, magnetic properties of graphite
were proposed to originate in the presence of two point
defects, namely vacancies and hydrogen atoms [85–87]. Both
defects are very likely to form during proton irradiation of
graphite. In this case, magnetization increases with the
increasing irradiation dose [82], which can be connected with
the increasing concentration of defects.

In [85], properties of isolated vacancies and vacancy–
hydrogen complexes were studied. It was shown that both

Figure 5.1. Atomic force microscopy (AFM) and MFM images of a
spot irradiated with a 2.25 MeV proton beam and a fluence of
50 nC μm−2. The field of view is 10 μm. The AFM image reveals
the beam impact area. A line scan through its centre reveals a
deepening of about 70 nm depth in 5 μm distance. The MFM image
suggests a magnetic ‘ring’ around the impact area. The
measurements were done at ambient conditions using a low moment
tip and without applying any magnetic field. Reproduced with
permission from [83]. Copyright 2007 by the American Physical
Society.

defects possess localized spin moments, and thus may lead to
magnetism. A vacancy undergoes the Jahn–Teller distortion
upon relaxation [85, 88], where two of the nearest atoms
to the vacancy site form a weak covalent bond, resulting in
a pentagon-like structure, with the final atom displacing by
0.18 Å out of the surface plane [85]. The ground state of the
vacancy has spin ≈1 μB, and spin density is localized on the
broken bond of carbon. Furthermore, adsorption of H on one
of the dangling bonds of a vacancy gives rise to a magnetic
moment twice as high as that of a bare vacancy [85]. It was also
shown that hydrogen strongly adsorbs at vacancies maintaining
the magnetic moment of the defect, and that for small
irradiation doses vacancy–hydrogen complexes should give
rise to a macroscopic magnetic signal, which agrees very well
with the experimental values. At the same time, absorption
of H should suppress recombination of vacancy-interstitial
Frenkel pairs. Thus, these results stress the importance of
hydrogen for the development of the magnetic state and offer a
possible explanation for the results of experiments on graphite
irradiation with H and He ions: hydrogen irradiation should
result in a much stronger magnetic signal. On the other
hand, experimental data indicate that magnetization in highly
oriented pyrolytic graphite (HOPG) should be due to hydrogen
present in samples prior to irradiation [83].

Theoretical calculations show that magnetic coupling
between vacancies is relatively short range, since vacancies
distant by more than 7 Å are not coupled [87]. This implies
a high percolation limit exceeding 4% for the formation of
a magnetic phase based on the vacancy–vacancy coupling.
Next, while the total magnetization decreases with the
increasing density of vacancies for both diamond and graphite,
magnetization decreases more rapidly for graphitic structures,
thus making the cooperative magnetic phase more difficult
to form. Finally, the presence of nitrogen impurity in the
vicinity of a vacancy was shown to produce larger macroscopic
magnetic signals compared to an isolated vacancy, which may
partially explain the data of [84].
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The second source of magnetization in graphite is
planar defects. Grain boundaries are one of the most
commonly occurring extended defects in HOPG because of its
polycrystalline character. Mombru et al [89] have observed
multilevel FM behaviour of graphite at room temperature.
By magnetic force microscopy the authors verified that its
magnetic properties are related to the topographic defects
introduced in the pristine material. The recent experimental
study [90] was performed using MFM and bulk magnetization
measurements. Correlation between topography, magnetic and
electrostatic signals on the graphite surface show the presence
of line defects and a clear indication of ferromagnetic order
at the defect sites at room temperature. More details on the
formation of periodic structures along grain boundaries are
reported in [91]. Detailed STM and AFM pictures allow
possible microscopic configurations at the boundaries to be
proposed.

6. Graphene ribbons

Nanoscale carbon materials, such as carbon nanotubes and
fullerenes, have attracted attention in the past two decades
both because of the fundamental scientific interest in this
novel family [92] and because of their particular electronic
properties that are expected to find applications in future
nanoelectronics [93]. In particular, graphene is the subject
of extensive experimental and theoretical research. The field
is progressing rapidly and any review is almost dated when
appearing in print. In this situation we only summarize
the main results pertinent to magnetism based on p orbitals.
Several excellent reviews are available [94].

The electronic structure of bulk graphite and of ‘a single
hexagonal layer’ (i.e. graphene) within a simple tight binding
model based on s and p orbitals of carbon was first described
in [95]. Recently, a comprehensive discussion of the band
structure of pristine graphene was provided in reviews [96, 97].
Graphene forms a biparticle lattice, i.e. its unit cell contains
two carbon atoms which give rise to two sublattices. In
the simplest approach, bonds and bands formed from the
sp2 carbon orbitals are assumed to be filled and inert, while
wavefunctions of the conduction holes and electrons are
formed from the pz carbon orbitals perpendicular to the plane
of graphene. The valence and the conduction band are
degenerate at two non-equivalent points in the Brillouin zone,
thus graphene is a zero-gap semiconductor. In the vicinity of
these points, both the filled valence and the empty conduction
bands have a linear dispersion to a good approximation.

Finite-sized pieces of graphene with nanometre dimen-
sions, the so-called nanoribbons, can be obtained. Theoretical
results show an unexpectedly rich behaviour of their electronic
structure, which differs from that of the ‘bulk’ graphene, and
is largely determined by the presence and the type of edges.
There are two simple generic terminations of a nanoribbon,
namely the zigzag and the armchair edges, which are shown in
figure 6.1. The corresponding nanoribbons are usually referred
to as zigzag (ZN) or armchair (AN) ones.

The question of the relative stability of various
terminations of graphene ribbons awaits a definite answer.

Figure 6.1. A carbon nanoribbon with six zigzag chains. The system
is periodic along the x direction. The two sublattices are labelled A
and B, respectively. The edges along the y direction have the
armchair termination. Magenta and yellow dots indicate,
respectively, C and H atoms.

Theoretically, the stability of both armchair and zigzag edges
was examined in [99]. The results suggest that the zigzag
edge is unstable with respect to reconstruction consisting in
the formation of a pentagon and a heptagon from two adjacent
hexagons. Such a reconstructed zigzag edge has the lowest
formation energy, but the energy of an armchair edge is very
close. Experimentally, the reconstructed zigzag edge was not
identified [100–105]. The measurements of [101] indicate that
armchair edges form more easily, and thus are more stable
than zigzag edges. On the other hand, recent impressive
experiments using transmission electron microscopy [103]
demonstrate a higher stability of the zigzag edge.

According to the established convention, the nanoribbons
with armchair edges on both sides are classified by the number
(Na) of dimer lines contained in the ribbon width. Similarly,
the ribbons terminated by zigzag edges on both sides are
classified by the number of zigzag chains (Nz ). In general, the
finite size of ribbons is expected to open the width-dependent
bandgap due to quantum confinement effects. The actual
situation is more complex. ARs form three families that are
labelled by mod (Na, 3) = 0, 1 or 2, respectively. Simple tight
binding calculations [106, 107]4 showed that the members of
the ‘2’ family (i.e. ribbons with Na = 3n + 2, where n is
an integer) are always metallic, while the ARs from the ‘0’
and ‘1’ families are insulating. The subsequent first-principles
calculations [108] showed that all three families are insulators,
with the gap decreasing with increasing width, as expected, but
the size dependence of the bandgap is different for the ‘0’, ‘1’
and ‘2’ families. Importantly, all ARs are non-magnetic and
thus are not within the scope of the present review.

In contrast, zigzag nanoribbons are of interest for us
because their edges induce localized edge states which are
spin-polarized. The initial model tight-binding calculations
neglected spin polarization and predicted a vanishing bandgap

4 Note that in actual calculations performed within both first-principles and
model tight binding approaches, broken bonds of edge carbon atoms are
saturated with hydrogen atoms as a rule and the dangling bonds do not
contribute to the density of states in the vicinity of the Fermi energy.
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of ZRs independent of their width [106, 109]. (The zero gap
in ZRs is of topological origin [110].) In particular, based
on the projected band structure of graphene, the degeneracy
of the highest valence band state and lowest conduction band
state is expected to appear at the wavevectors |k| = (2π/3a),
where a = 2.46 Å is the length of the unit cell. However,
the calculations showed that the degeneracy occurs at |k| =
π/a independent of the ribbon width, and the corresponding
wavefunctions are localized at the ribbon edges. In the vicinity
of the Fermi level a pair of bands exist within a region of
(2π/3a) < |k| < π/a. They decay exponentially [108, 111]
into the centre of ZR with a k-dependent decay constant λ(k) =
−(2/3a) ln |2 cos(ka/2)|, and this feature is also obtained by
ab initio calculations. These edge-related bands are degenerate
at the Fermi level and are practically dispersionless, i.e. flat.
This in turn gives rise to a very large density of states at EF,
which opens the possibility of a transition to a magnetic phase.
(Note that this cannot happen in two-dimensional infinite
graphene, which has a vanishing density of states at the Fermi
level.) The occurrence of spin polarization of graphene zigzag
ribbons was first demonstrated by Fujita et al [111]. They used
the Hubbard model and showed that even an infinitesimal on-
site Coulomb repulsion induces a finite magnetization of edge
atoms of about 0.2 μB. This result has been confirmed by
subsequent first-principles studies [108, 112].

Inclusion of spin polarization of ZRs leads to the magnetic
insulating ground state, with ferromagnetic order at each
zigzag edge and an antiferromagnetic coupling between the
edges. The bandgap between the spin-up and spin-down states
is determined not only by exchange interactions but also by
quantum confinement, and it decreases with increasing ZR
width. Magnetic interaction energies at the edges are quite
large. For example, in the case of 16-ZR the magnetic moment
per edge atom is 0.43 μB and the energy difference between the
spin-polarized and non-polarized configurations �EFM−PM =
20 meV/atom [113]. This energy is fairly independent of the
ZR width. Comparable results (magnetic moment equal to
0.3 μB and �EFM−PM of about 20 meV per edge atom) were
obtained in [114]. On the other hand, the AFM interaction
between spins on opposite edges decreases with the increasing
width due to the relatively fast decay of magnetization away
from an edge. In the case of a 16-ZR the coupling is about
2 meV/atom and it becomes vanishingly small for Nz larger
than about 30 [113, 115]. A similar magnetic ground state
was found for the ZRs without the hydrogen termination, but
in this case the magnetic moment per atom is much larger,
1.28 μB [115]. Finally, the impact of the in-plane electric
field perpendicular to the ZR axis was investigated [113]; the
field-induced energy shifts at both edges close the gap for one
orientation of spins, and open it for the opposite orientation. As
a result, the system becomes half-metallic for sufficiently high
fields, whose magnitude depends on the ribbon width (since
this is the width which determines the bandgap). This result
shows the interplay between electric field and electronic spin
degree of freedom in systems based on graphene.

The calculated spatial distribution of spin density is shown
in figure 6.2. Its shape follows from two effects. The first
one is the fact that in the case of ZR the two sublattices of

Figure 6.2. Contour plots of spin density (a) on a plane
perpendicular to a ZR and (b) on a plane including the ribbon. In (a)
the edges are perpendicular to the plane and C atoms on the plane are
depicted by shaded circles. Positive and negative values of the spin
density are shown by solid and dashed lines, respectively. Each
contour represents twice (or half) the density of the adjacent contour
lines. Reproduced with permission from [112]. Copyright 2001 by
the American Physical Society.

the graphene network are non-equivalent, and they differ by
a staggered potential [116]. The sublattices have opposite
spin polarizations, as seen in the figure, and this is why the
spin arrangement at the edge is sometimes referred to as an
antiferrimagnetic rather than a ferromagnetic one. The second
factor is the exponential decay of the edge states, less visible
in the figure because the ribbon is very narrow.

Theoretical results summarized above hold for ideal ZRs.
In reality, edges of nanographene are a mixture of zigzag and
armchair types, they can have an orientation different from an
ideal AN or ZN and they can contain a number of structural
defects. The impact of these factors on the edge states was
analysed, for example, in [98, 106, 117]. In particular, the
presence of defects, such as an admixture of non-magnetic
‘armchair defects’, reduces the spin polarization and leads to
its suppression at substantial defect concentrations [98]. This
effect is illustrated in figure 6.3, which shows spin polarization
of a misoriented ZR with a ‘monolayer step’.

A second effect that can suppress spin polarization of
ZRs is the presence of free carriers: the magnetization can be
destroyed by the n-type or p-type carrier doping at sufficiently
high concentrations [114]. Free carriers in graphene are indeed
observed and are likely to be introduced during the preparation
process. The observed concentrations of about 1013 cm−2 are
sufficient to strongly reduce or even destroy both the magnetic
moments of the edge atoms and the spin polarization.

Experimentally, atomic-scale morphology and electronic
structure were investigated for ribbons and dots with 2–
20 nm or larger lateral dimensions [100–105, 118–120]
using transmission electron microscopy, STM and scanning
tunnelling spectroscopy. Spin polarization—which is the
main theme of this review—is not directly measured in
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Figure 6.3. Isosurfaces of the electron density difference between
the spin-up and spin-down densities in the misoriented ZR.
Reproduced with permission from [98]. Copyright 2008 by the
American Physical Society.

those experiments. However, tunnelling microscopy provides
information about the local density of electron states and
allows for a comparison of data with theoretical predictions.
We recall that, according to theory, the main impact of
the spin polarization of ZRs is to open the bandgap,
thus driving the edge states from metallic to insulating
and ferromagnetic. In qualitative agreement, transport
measurements [103, 105, 121–123] reveal a semiconducting
character of graphene dots and ribbons. The results of [105]
suggest that the detailed edge structure plays a more important
role than the overall crystallographic direction in determining
the properties of the graphene nanoribbons. The dependence
of the gap on the ribbon width was measured. The energy
gap scales inversely with the ribbon width and follows
theoretical predictions regarding the quantum confinement
effects. Similarly, the study of [103] shows the dependence
of the bandgap not only on the size but also on the termination
of ribbons and dots. As pointed out in [98], spin polarization
of ZRs leads to peaks in the local density of electronic states
well above the Fermi energy. In the non-magnetic phase, peaks
exist both below and above the Fermi level. These results can
explain disagreements between the measurements performed
by different groups [100, 104, 118], which study edges with
different orientations and quality. Recently, energy gaps in ZR
samples with ultrasmooth edges were observed [123], which
indicates that spin polarization is non-vanishing. Finally [104]
reports the results of scanning tunnelling microscopy and
spectroscopy measurements of the local density of states near
monoatomic steps of graphite surfaces. A clear peak in the
local density of states at negative bias voltages was observed
near the zigzag edges, while such a peak was not observed near
the armchair edges. Although such edges are not equivalent to
the edges of ZRs, the authors tentatively interpret this peak as
the manifestation of the edge state of ZRs.

7. Summary and conclusions

Magnetism in systems without transition metal ions is an
emerging subject in condensed matter physics. Most of
the results reviewed here were obtained in the last decade
and involve a large variety of systems. In a number of
cases, research was initiated by theoretical calculations that
predicted robust spin polarization of edges of nanoribbons, of
ideal bulk II–V compounds or non-magnetic hosts with non-
magnetic impurities. Several of those predictions are waiting

for experimental confirmation. In other cases, in particular in
various forms of carbon, such as carbon nanofoam or irradiated
graphite, the experimental discoveries were unexpected and
came first. Current theoretical understanding points out that
spin polarization in the considered systems has a common
physical origin, which is the high Hund energy of the p shells
of light atoms from the second row of the periodic table (C, N
and O), which persists in solids even after hybridization with
neighbours and formation of bands.

The topic is open today and, in spite of the recent
progress, presents challenges regarding all reviewed aspects.
In particular, neither II–V nor II–IV compounds in the rock
salt structure (section 2) were grown, and they are interesting
even from the purely academic point of view. Molecular
magnets reviewed in section 3 in turn are antiferromagnetic,
thus less interesting from the point of view of applications.
However, theoretical results obtained for those and other
systems demonstrate that the problem of a correct treatment of
correlations, traditionally reserved for heavy fermion systems,
or in general d or f shell systems, may turn out to be decisive
even in the case of carbon-based systems, nitrides and oxides,
where the 2p shell plays a dominant role.

Section 4 is devoted to magnetism induced by defects
and dopants. The room-temperature ferromagnetism observed
for ZnO with C is now confirmed, but not controlled, and
technological problems with the growth of high quality ZnO
even without dopants suggest extending the studies to, for
example, III-N nitrides. At this point it is difficult to propose
which type of defects, intentional impurities or native defects
such as vacancies, is a superior source of FM. On the one hand,
high concentrations of dopants, exceeding 1 at.%, are easier
to be controlled than a pronounced crystal non-stoichiometry.
Second, equilibrium concentrations of vacancies are a few
orders of magnitude too low to allow for FM. Third, irradiation
of semiconductors typically generates vacancy–interstitial
pairs that compensate each other, and thus partially occupied
defect-induced bands are not expected to form. On the other
hand, however, irradiation turned out to be efficient in the case
of graphite, as pointed out in section 5. Functionalization
of this or other ferromagnetic organic systems could lead
to ‘organic magnetronics’, analogous to organic electronics
which already found its place in applications. Given
the ongoing research effort devoted to the reviewed issues
including graphene, see section 6, the topic of this review is
likely to attract attention in the near future.
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Shimomura O 1995 Phys. Rev. Lett. 74 4690
[18] Shimizu K, Suhara K, Ikumo M, Eremets M I and

Amaya K 1998 Nature 393 767
[19] Labhart M, Raoux D, Känzig W and Bösch M A 1979 Phys.
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